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ABSTRACT 
This study explores the classification of empathy in clinical conversations using Natural Language 

Processing (NLP) and a single-layer Long Short-Term Memory (LSTM) model. Empathy is a critical 

component of patient-centered care, yet detecting and analyzing it in text-based clinical anamnesis 

remains underexplored. The dataset, comprising transcribed clinical interviews annotated for affective 

and cognitive empathy, was processed using word embeddings combining Word2Vec and GloVe. An 

LSTM-based classifier was developed to identify empathetic expressions in text, achieving promising 

results with high accuracy and AUC scores. However, limitations include a simplified focus on two 

empathy dimensions and challenges due to dataset size and imbalance. These findings demonstrate the 

potential of LSTM models in understanding empathetic communication in healthcare, with implications 

for enhancing doctor-patient interactions through AI-driven insights. 
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INTRODUCTION 

 

The study conducted in the emergence of artificial intelligence in healthcare 5.0 reveals that 

some potential users cite the lack of empathy for the applications and the potential to limit 

or even eliminate human connections as deterring factors of AI acceptance in healthcare 

service (1). This finding is interesting considering that the main elements supporting patient-

centred healthcare services are harmonious communication and interaction between patients 

and their families towards health service providers, which include doctors and other health 

workers (2-4).  

 

The conventional method of conveying empathy is through touch, gesture, gaze, and voice. 

However, social networks and online communities have opened a new paradigm for 

expressing empathy through natural language and text-based communication. Yet with a 

concept as critical to augmenting patients’ positive feelings as empathy, to our knowledge, 

there has been no single computational study to detect empathetic support at a fine-grained 

level (i.e., seeking or providing empathy) from text in clinical interview context.  

mailto:33221303@std.stei.itb.ac.id


141  

 

Anamnesis, often referred to as a clinical conversation conducted to gain patient's medical 

history, is the initial step in a doctor's examination process when a patient visits. It involves 

gathering information about the patient's medical and social background related to their 

health concerns. This information helps doctors to gain a comprehensive understanding of 

the patient's health. Hampton et al. suggest that anamnesis is one of the three primary data 

sources influencing a doctor's diagnosis, alongside physical exams and lab results. Bernard 

Lown also notes that anamnesis contributes 75% of the information needed for a diagnosis 

before a physical exam. In essence, history taking, in conjunction with physical exams, plays 

a significant role in the diagnostic process. 

 

Furthermore, anamnesis plays a crucial role in patient care by initiating doctor-patient 

interaction and communication. Empathetic interactions between doctors and patients are 

vital because research spanning health journals like PubMed, EMBASE, and PsychINFO 

(1995-2011) shows that doctors' empathetic care can reduce patient anxiety, stress, and 

enhance clinical outcomes. 

 

This paper is a preliminary study of classifying the presence of empathy in some textual 

anamnesis. It is part of the main research that tries to develop Vidya Medic: an AI-assisted 

intelligent healthcare system, as suggested in (5). Some research that uses AI to classify the 

presence or even score the level of empathy in conversation will be presented in Section II. 

Section III will explain the basic concept of some architecture that was proven to succeed in 

classifying the level of empathy in conversation. Section IV will explain the methodology 

of the experiment reported in this paper, and finally, the result and discussion will be 

presented in Section V. 
 

LITERATUR REVIEW 

 

Clinical Empathy 

Some scholars describe empathy as 'feeling alongside' the patient (10-12), while others define 

it as the cognitive ability that enables healthcare professionals to comprehend the patient. Those 

who adopt the latter perspective create a distinction between the cognitive aspect of 

understanding others (referred to as cognitive empathy) and the emotional aspect of feeling for 

them (which they consider as sympathy), as well as feeling with them (associated with 

emotional empathy). Nevertheless, it is a common tendency among academics to categorize 

empathy into two primary types: cognitive empathy and emotional empathy. 

 

1. Cognitive Empathy 

Cognitive Empathy encompasses the recognition of others' emotions and the attribution of their 

mental states. In essence, it is comparable to the 'Theory of Mind' concept, as detailed by (13) 

and referenced in (14). This cognitive process is accomplished through the so-called 'Simulation 
Theory'. 

 

As per this theory, our comprehension of the mental states of others is achieved through the 

simulation of their experiences. It is our capacity to adopt the perspective of others that grants 

us insight into their perception of the world (15-17). This concept of empathy specifically does 

not involve emotional involvement. 
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The focus on the cognitive aspect of empathy aligns with the prevailing medical ethos that 

prioritizes detachment, objectivity, and uniformity. As a result, this concept of empathy has 

gained prominence within the realm of healthcare. In actuality, it is perceived as enabling 

medical professionals to uphold a professional boundary with patients, formulate impartial 

clinical judgments, and view patients as equally deserving of care (18-19). 

 

2. Affective Empathy 

Conversely, 'affective empathy' refers to the emotional connection that arises when one 

encounters another person's suffering. However, the medical community and the associated 

medical culture tend to dismiss this type of empathy, often considering emotional empathy as 

reliant on uncertain or unreliable emotions (20). 

 

In contrast to this perspective, there is a rising endorsement of the notion that affective empathy 

aids in understanding the patient's emotional condition and circumstances. Furthermore, 

emotional involvement is regarded as advantageous, as it can ignite a physician's aspiration to 

'heal,' transcending the mere obligation to eliminate the ailment. 

Nonetheless, because of a deep-seated concern about becoming too emotionally attached to 

patients, emotional involvement has been recognized as a primary contributor to the decline of 

impartiality and the emergence of emotional strain (21). 

As previously noted, maintaining impartiality is fundamental in many clinical scenarios and 

medical interventions, particularly in situations involving complex diagnoses or the need for 

invasive treatments (20). It is, in fact, a common belief that emotions can hinder the attainment 

of positive medical results in sensitive situations (18-19). 

 

LSTM Architecture (22) 

We considering LSTM for sentiment analysis because past studies have demonstrated its strong 

accuracy in classifying conversational text sentiments. Moreover, it boasts lower resource 

demands and greater adaptability in generalization compared to the transformer model (23). The 

LSTM architecture comprises a single component known as the memory unit. Within this 

memory unit, four feedforward neural networks are integrated, each featuring an input and an 

output layer. These neural networks establish connections between input and output neurons. 

Consequently, the LSTM unit incorporates four fully connected layers. Among these four 

feedforward neural networks, three are tasked with information selection and are referred to as 

the forget gate, the input gate, and the output gate. These gates serve the essential functions of 

memory management, encompassing the removal of information from memory (forget gate), 

the addition of new data to memory (input gate), and the utilization of existing information in 

memory (output gate). The fourth neural network, known as the candidate memory, is employed 

to generate new data for inclusion in the memory. 
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Figure 1. Architecture of a LSTM Unit 

 

Several Works on Classifying Empathy With NLP [22] 

Firoj Alam was one of the first to research the empathy aspect of conversation using NLP. Firoj 

Alam (6) processes audio signals from customer and agent conversations by annotating 

emotions in each segment of conversational audio recordings. The classifier model used is 

Support Vector Machines. Then Sharma et al. followed research on empathy analysis using NLP 

techniques in textual conversations between psychologists and clients. Here, Sharma (7) 

proposes an empathy analyzer model through two separate Roberta encoders to process texts 

originating from clients and psychologists. The output of each encoder then becomes the input 

of one attention block. This attention block is then connected to two linear layers, each of which 

is tasked with identifying empathy and extracting the rational level of the psychologist's 

response text (words used as indicators for assessing the three aspects of empathy). Based on 

the experimental results, the model proposed by Sharma et al. was able to provide the best metric 

values (accuracy and F1) for both empathy identification and rational extraction tasks on both 

types of datasets, namely TalkLife and Reddit. 

 

Meanwhile, Vázquez EC et al. (8) conducted an empathy analysis on the empathic conversation 

database compiled by Rashkin et al. (9). The entire conversation is first extracted to obtain 38 

conversation features with the API. Then, the results of the information extraction are classified 

by several classifiers to compare their performance. The classifier proposed in Vazquez's 

research is pattern-based classification PBC4cip. From the experimental results, it was found 

that the best Closeness Evaluation Measure (CEM) and Area Under the ROC Curve (AUC) 

metrics were given by the PBC4cip classifier.  

 

METHOD 
 

Objective 

The objective of this study is to figure out if when doctors and patients talk to each other in 

clinical settings, they show empathy, and we're doing this by using NLP techniques and the 

LSTM model to classify their conversations. 

Methodology 

In the experiment, the data included audio recordings of medical students conducting clinical 

interviews through role-play. These audio recordings were carefully transcribed to ensure that 

every word matches exactly what was spoken in the audio. The transcription is then formatted 
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to be compatible with the machine learning model for further manipulation. 

In this research, the content within the transcription file, initially in .txt format, underwent a 

transformation, resulting in the creation of four distinct columns. The first column, designated 

as "doctor," encompasses discussions originating from medical professionals, while the second 

column, named "patient," includes dialogues originating from individuals seeking medical care. 

The third column, labeled "AE," was used to record a value of 1 when the conversation was 

evaluated as containing elements of affective empathy and 0 when it did not. Similarly, the 

fourth column, titled "CE," was utilized to assign a value of 1 if the conversation exhibited 

elements of cognitive empathy and 0 if it did not. The annotation process for determining AE 

and CE values was conducted by psychologists affiliated with the research division of the 

Clinical Psychology Association region Yogyakarta. 

Following the annotation, a word embedding procedure is conducted, aiming to convert each 

word in a .csv dataset file into a numerical vector that represents its semantic context within a 

specific subject area. This operation is commonly referred to as "word embedding." In this 

particular research, the word embedding technique utilizes a combination of the word2vec 

method along with glove embedding. Glove was selected due to its demonstrated superiority in 

comparison to numerous conventional Word2vec models, especially when evaluated in terms 

of word analogy tasks. An advantage of GloVe is its capacity to directly model relationships, 

as opposed to acquiring them incidentally during the training of a language model (25). In this 

specific study, a vector dimension of 100 was opted for, encompassing 400,000 word vectors. 

A portion of the word embedding result matrices from the dataset is integrated into the training 

phase, and the remaining part is employed for the model's validation after the training. The split 

between the data utilized for training and validation is set at 80% for training and 20% for 

validation. Notably, the model employed in this experiment is LSTM. 

In a broad sense, our experimental approach can be outlined using the diagram below: 

 

Figure 1. The Experiment Method  
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Dataset 

The dataset used in this study is a subset of the dataset referenced in (23). It was curated by a 

team consisting of resident doctors specializing in internal medicine, phsyciatry, anatomical 

pathology, family medicine, and senior Canadian medical students. The dataset comprises 

medical interviews conducted in the format of Objective Structured Clinical Examinations 

(OSCE). These interviews cover a range of medical conditions, including respiratory, 

musculoskeletal, cardiac, dermatological, and gastrointestinal diseases. Notably, a significant 

portion of the dataset focuses on respiratory cases. For a visual overview of the case types, 

please refer to Figure 1. The original audio recordings were transcribed, manually reviewed for 

speech-to-text errors, and annotated to identify the speakers. 

 

Table 1. Proportion of cases in the dataset’s clinical dialog 

 

 
 

Word Embedding 

In order to perform the conversion that allows for a numerical representation of each token, we 

utilize word embedding on every token within the conversation transcription. In this research, 

we employ a combination of the word2vec method and glove embedding for this purpose. 

 

Glove was chosen because it was proven to outperform many common Word2vec models on 

the word analogy task. One benefit of GloVe is that it is the result of direct modeling 

relationships, instead of getting them as a side effect of training a language model (25). In this 

experiment, the vector dimension we chose was 100 which consists of 400,000 word vectors. 

 

Model Architecture 

In this experiment we try to apply the approach used to carry out sentiment analysis on 

conversations in text. The model used as a classifier is a single layer LSTM. The architecture of 

LSTM that we build to become the classifier can be ilustrated as follows: 
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Figure 2. Architecture of LSTM used as the classifier 

 

RESULT AND DISCUSSION 

 

The results of the training process with batch parameters = 128, validation split = 0.2, epoch 

= 5, learning rate = 0.01, loss function binary cross entrophy, and optimizer Adam are as 

shown in the graph as follows: 

 

 

Figure 3. (a)Loss-Function value with epoch and (b) Accuracy of value with epoch of one 

layer lstm classifier with 15 memory units  

Meanwhile, the average AuC value is equal to 1. 

 

This experiment's findings suggest that the LSM model has been developed for the purpose 

of classifying empathy levels in clinical conversations. However, there are limitations to 

this study, including the simplification of empathy aspects, which focus solely on affective 

and cognitive empathy. Additionally, the model validation process should consider more 
reliable methods like k-fold cross-validation. The experiment's constraints, such as the 

limited number of datasets and their unbalanced characteristics, hinder the representation of 

semantic features in more complex conversations.  

Loss-function 

value 
Accuracy 

Epoch Epoch 
(a) (b) 
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CONCLUSION 

According to the findings from our experiments mentioned earlier, we can deduce that 

utilizing the LSTM architecture yields promising outcomes in determining whether doctors' 

communication in clinical interviews contains empathetic elements or not. 
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