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Abstract  

The main objective of this research is to build a reliable model capable of 

classifying Cross-Site Scripting (XSS) attacks through input analysis using the 

Convolutional Neural Network (CNN) method. The input in question is a 

JavaScript or HTML script indicated to be included in the XSS attack script. The 

development of the model architecture is based on the basic Text CNN 

architecture. The TensorFlow Keras library in Python is used to build the model 

architecture. The model is trained to study the correlation between data using data 

from the internet. The model's performance in data classification tasks will be 

evaluated using accuracy metrics and binary cross-entropy functions. The built 

model can accurately classify cross-site scripting attack data of 99.95% with a loss 

rate of 0.29%. To get the optimal model architecture, several experiments are 

needed to determine the correct number, components, and filter layer size. The 

Text CNN method for classifying XSS attacks is a new approach to detecting and 

preventing XSS attacks. The proposed CNN method is specifically for text 

processing that has been widely used in various fields and has proven 

performance. Input analysis is the foremost approach used and is crucial in 

preventing XSS attacks, considering that these attacks are generally carried out by 

code injection. The built model can accurately classify cross-site scripting attack 

data of 99.95% with a loss rate of 0.29%. The application of the Text CNN method 

makes the proposed model quite reliable and able to outperform previous methods 

in the XSS attack classification task.  
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INTRODUCTION  

Information system security has become a top priority in today's digital era. Hacking attacks, including cross-

site scripting (XSS), have significantly threatened data integrity and confidentiality [1]. XSS attacks take 

advantage of vulnerabilities in web applications [2]to enter and run malicious code in a user's browser[3], which 

can lead to sensitive data theft, data manipulation, and system crashes [4]. 

Cross-site scripting (XSS) attacks are cyber attacks that threaten the security of web applications [5]. XSS 

attacks occur when an attacker inserts malicious code (HTML or JavaScript) into an otherwise secure web 

application[6], which makes the form or element accessible to the user. The attack execution flow typically 

involves sending data as input to a web application via an untrusted source, then combined into a dynamically 

constructed response and distributed to web users without being validated as malicious content [2]. This attack 

can result in data corruption [7], such as theft of sensitive data, taking control of software, and threatening user 

privacy. 

Effective and reliable detection methods and techniques protect systems from XSS attacks. Many studies 

have been conducted to solve this problem [8][9],[2], [10], but there is still the problem of classifying safe and 

potentially dangerous inputs with high accuracy. Therefore, this research concentrates on creating a more 

sophisticated and accurate method of classifying XSS attacks. 

The main objective of this research is to classify XSS attacks through input analysis using the Convolutional 

Neural Network (CNN) method, which has proven successful in various applications, including text 
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processing.[11][12], where CNNs can extract important information and learn complex patterns [13]. This 

research will use Text CNN to classify inputs as safe or dangerous. This method generates unique text features 

using convolution and max-pooling on a vector representation of words[14]. By using this method to perform 

input analysis, the built model is expected to distinguish with high accuracy between safe input and those 

containing XSS attacks. 

 

METHOD 

This section details all the steps taken in the research. The first step is to collect research data from existing 

data sets online. The data set used is the data set regarding Cross Site Scripting attacks in JavaScript or HTML 

code, along with the labels. Data preprocessing is then carried out on the data set to standardize and prepare the 

data before being processed by the model. The clean data is then used to train the Text CNN model that has been 

built. The model is then evaluated using test data and see how it performs. The model will continue to be 

optimized if the performance has not reached the specified target. The research steps carried out are shown in 

Figure 1.  

 

Material 

This study uses data sets obtained from the Kaggle website[15]. The data set contains 13685 data in the form 

of XSS and non-XSS attack code, stored in the 'Sentence' column with the data index starting at 0. Furthermore, 

in the "Label" column, data included in the XSS attack is labeled 1, while data not included in the XSS attack 

code is labeled 0. The code is in the form of pure JavaScript or HTML program code with different lengths. A 

sample of the data in the data set used is presented in Table 1. 

 Table 1. Sample dataset 

 Sentence Label 

0 <li><a href="/wiki/Mind%E2%80%93body_problem" ... 0 

1 <a onblur=alert(1) tabindex=1 id=x></a>... 1 

2 <col draggable="true" ondragenter="alert(1)">test</col> 1 

3 <caption onpointerdown=alert(1)>XSS</caption> 1 

4 </span><link rel="mw-deduplicated-inline-style"... 0 

The research is carried out in three main steps: data collection, preprocessing, and system development. 

Evaluation is carried out on the system by reviewing the level of accuracy and efficiency of the system, as 

presented in Figure 1. 

 
Figure 1. Research steps 

Data cleansing is the first step in the data preprocessing stage. Data cleaning is done by deleting data rows 

based on indexes with no value for the "Sentence" or "Label" columns. The data list cleaned with rows with no 

value is divided into a train set and a test set. In division, "Sentence" and "Label" will be separated so that the 

data division will produce train_data, test_data, train_label, and test_label. For data sets, the division's " Label " 

results will match the model's computational results with their original values. Distribution is done randomly 

(not based on index data) with a ratio of 70% for the train set and 30% for the test set. The train set will be used 

for model training, while the test set will be used for model evaluation.  
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Tokenization converts text into a sequence of tokens or words in numerical form[16]. The tokenization 

process will convert text input into numeric data that Machine Learning models can process. Tokenization is 

done on train_data and test_data. To tokenize, some variables are set so that the data has the same form before 

being processed by the model. Variable settings include max_features = 20,000 and max_len = 300. 

Setting the max_features variable determines the maximum number of words to be stored based on the times 

they occur. Words with high occurrence frequency will be preserved. Max_features will generate a kind of 

dictionary the model uses for machine learning. 

The max_len variable determines the maximum length of the word sequence in each process. Sequences of 

words that have a length exceeding the max_len value will be truncated, while sequences that are less than 

max_len will be padded by adding a value of 0 so that word sequences are the same length. 

Padding is a process to uniform the word order that has been tokenized into the same length[17]. The padding 

process is needed because Machine Learning models require input with consistent dimensions when processing 

data related to word order[17]. Padding is performed on numeric sequences with a length less than the max_len 

limit by adding a 0 to the front of the sequence[17]. The padding step is performed on both tokenization results 

(train_data and test_data). 

Text CNN is a deep learning architecture processing text data[18]. Text CNN uses a convolution layer to 

extract local features from a sequence of words[19]. Convolution is done by using a filter on the order of words 

to get the relevant features. Each filter has a width equal to the number of columns in the word order and a height 

specified by the hyperparameter[20]. The filter is shifted gradually over the entire sequence of words to produce 

features using the convolution operation[21]. The model can identify basic patterns in locally repeated text using 

convolution filters. 

After convolution, layer pooling is used to reduce the dimensionality of the features produced by the 

convolution layer. Pooling can be done with operations such as max-pooling, which takes the maximum value of 

each feature in a given region. Max-pooling can take essential features in the region and ignore less critical 

information. Text CNN does not depend on the absolute position of the words in the sequence. The features 

generated by the convolution and pooling layers do not depend on the order of the words as a whole but only on 

the local patterns detected by the filter. 

After the convolution and pooling layers, the resulting features will be connected to the fully connected 

layers to process and study the relationship between these features. Fully connected layers use neuron units that 

are fully connected to perform classification or regression. 

The output layer on Text CNN depends on the task to be completed. For example, in a text classification task, 

the output layer could be a softmax layer that generates the probabilities for each class. The general architecture 

of the Text CNN is shown in Figure 2. 

 
Figure 2. General CNN architecture for text classification 
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Proposed Model. 

The CNN Text Model architecture used to classify Cross Site Scripting attacks based on input analysis is 

presented in Figure 3. 

 
Figure 3. The Architecture of Proposed Text CNN Model 

 

The model consists of 1 input layer, one output layer, and five processing layers. The explanation of each 

layer is as follows: 

1. Input layers: is the input model layer to enter the tokenized sequence and padding with the size being 

the maximum length of the word sequence (max_len). 

2. Embedding layers: used to convert the input sequence into a numeric vector. In the built model, the 

embedding layer has a vector size 128. 

3. Convolutional 1D layers: The convolutional 1D layer functions to extract features from the embedded 

word sequence. Most convolutional 1D layers that build the model are 128 kernels with kernel size = 3. 

In this layer, the ReLu (Rectified Linear Unit) activation function is added to disable negative values. 

The ReLu activation function equation can be expressed in .  

4. Max pooling layer: the type of max pooling layer used by the model is global max pooling. This layer is 

used to reduce the dimensions of the feature map produced by the previous layer. The global max 

pooling layer will take the maximum value as a representation of each feature's firm value[22] in one 

sequence to obtain a more concise representation. 

5. Dense layer + ReLu: dense layer is a fully connected layer used to study the correlation between the 

features that have been obtained. The dense layer with the ReLu activation function in the model totals 

128 neuron units. 

6. Drop-out layers: The drop-out layer is added to the model to prevent overfitting during model training. 

The drop-out layer in the model will ignore the 0.5 part of the neuron when processing the results from 

the previous layer to the next layer. 

7. Dense layers + sigmoid: fully connected layer with sigmoid activation function to generate probability 

prediction values for input data. The number of neurons for this layer is only one, and the sigmoid 

activation function will produce a predicted value from 0 to 1. Mathematically, thsigmoid activation 

function is expressed as  

The model summary shows each layer's size and its parameter composition. Presented in Figure 4. 

 
Figure 4. Model Summary 
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Train Models 

The model will be configured/compiled first before being trained. The Adam optimizer is used as the 

optimization algorithm during model training in the model configuration. For each model training session, the 

loss value will be calculated with the binary_crossentropy loss function, and the model performance evaluation 

will use the metric accuracy parameter. The compiled model will be trained with several iterations (epochs). 

 

Evaluate Models 

Model evaluation is done by testing the model against test_data and test_label. Evaluation is done by 

calculating the metric parameters of loss, accuracy, precision, f1-score, and recall of the test_set. 

• Loss refers to how big the model makes the prediction error. 

The loss calculation on the model is calculated using the binary cross-entropy function. Binary cross-entropy 

measures the error between model predictions and target values in the form of probabilities. The smaller the loss 

value, the better the model performance..The binary cross-entropy function has the following mathematical 

form: Eq (1). 

 

(1) 

  : the actual label value 

 : probability prediction 

 : the probability value is 1 

1 -  : probability value is 0 

• Accuracy is interpreted as how much data is correct from the total predictions made by the model[23]. 

Accuracy is calculated by dividing the number of correct predictions (True Positive and True Negative) by 

the total number of samples as presented in Eq (2).  

 
(2) 

True Positive (TP) is the number of correct predictions for positive data, True Negative (TN) is the number 

of correct predictions for negative data, False Positive (FP) is the amount of data that is predicted to be positive 

but is negative, and False Negative (FN) is the amount of data predicted negative but positive. 

• Precision is expressed as how accurately the prediction is true of the model's positive data [24]. 

Precision is obtained from the division between the number of true positive predictions (True Positive) and 

the total number of positive predictions (True Positive and False Positive) as presented in Eq (3). 

 
(3) 

The range of precision values is 0 to 1. High precision indicates that the positive prediction made by the 

model is correct. 

• The recall states how the model can correctly find or classify positive data from all actual positive 

data[24]. 

Recall measures the model's ability to avoid false negatives. A recall is stated in Eq (4). 

 
(4) 

The recall value ranges from 0 to 1. A high recall value indicates that the model can detect all true positive 

data. 

• F1-score strikes a balance between precision and recall[25]. 

The calculation is done by taking the average value of the two parameters. F1-score is expressed in the 

following Eq (5). 

 
(5) 

An F1-score results in a value between 0 and 1. A value of 1 indicates a perfect F1-score (perfect precision 

and recall), and 0 indicates a poor F1-score (low one or both metrics). 
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RESULTS AND DISCUSSION 

Results and Discussion should be an objective description of the results and should be in relation to the 

purposes of research. The discussion also needs to be supported by the reference list [14][15]. Results can be 

presented in figures, tables, and others that make the readers understand easily.  

The model is built in Python on the Google Colab platform using the Tensorflow hardware library as the 

basis for building the model architecture as presented in Table 2 

Table 2. Model training results 

Ep

och 

ti

me 

accu

racy 

loss val_accu

racy 

val_

loss 

val_preci

sion 

val_re

call 

val

_f1 

1 
52

s 

0.99

21 

0.0562 0.9993 0.00

39 

1.0000 0.998

6 

0.9

993 

2 
49

s 

0.99

94 

0.0029 0.9995 0.00

31 

1.0000 0.999

1 

0.9

995 

3 
48

s 

0.99

97 

0.0000

19 

0.9995 0.00

29 

1.0000 0.999

1 

0.9

995 

4 
43

s 

0.99

98 

0.0000

067 

0.9995 0.00

27 

1.0000 0.999

1 

0.9

995 

5 
42

s 

0.99

98 

0.0000

031 

0.9995 0.00

29 

1.0000 0.999

1 

0.9

995 

 

It can be seen that with each increase in epoch, the model's accuracy in making predictions also increases. 

This indicates that the model performs machine learning to recognize patterns and correlations in the data. 

 

Evaluate Model (Test result).  

Evaluation of the Text CNN model that was built was carried out by testing the model on the test_set data. 

Testing is only done once to see how the model's reliability in classifying data differs from the data being 

trained. The results of the model test as an evaluation step are detailed in Table 3. 

Table 3. Model testing results 

Proposed 

model 

Time(

s) 

total 

steps 

Speed 

(ms/steps) 

test 

accuracy 

loss test 

Text CNN 3 129 22ms/step 0.99951 0.002917 

 

Based on Table 3, the model is quite reliable in carrying out classification tasks, as evidenced by achieving a 

model accuracy rate of 99.95%. The loss rate of the built model also shows a relatively low figure of 0.29%. In 

the classification task, the model only takes 3 seconds to classify test_set data with 4105 data. 

The performance of the proposed Text CNN-based model is then compared with the methods that have been 

used before to find out how well the model performs when compared with other methods in the same task. 

Comparisons were made to the accuracy values obtained by the model in data classification. A comparison is 

presented in Table 4. 

Table 4. Comparison of the model with the previous method 

 approach model accuracy 

(%) 

[26] AdaBoost classifier 99.92 

[10] 
Generic algorithm + 

reinforcement learning 
99.89 

[27] Multilayer perceptrons 99.32 

[28] LSTM-attention 98.20 

[29] Bidirectional RNNs 96.00 

[30] DNN 99.60 

proposed 

method 

Text CNN 
99.95 

The proposed model can outperform the models used in previous studies regarding model accuracy in 

carrying out classification tasks with the same type of data. 

Based on the results obtained, the proposed CNN-based model for text data classification can be used to 

calculate cross-site scripting attacks with the input analysis method. The proposed model can improve the 

accuracy of the XSS attack classification task compared to the previous methods [31]. The built CNN Text 

architecture is optimal, effective, and accurate in carrying out its duties. The model's optimality is determined by 
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the composition of the filter layers that build the model. Models with more filters will do their job more deeply 

but also take a long time. 

 

CONCLUSION 

This research aims to categorize cross-site scripting attacks using suggested input analysis techniques. This 

study uses a Convolutional Neural Network (CNN) for text classification, which has proven effective in 

processing text data and making accurate predictions. The results showed that the model built achieved an 

accuracy of 99.95%, a significant increase compared to previous studies. These results indicate that this model is 

the best in determining XSS attacks. These discoveries will be critical to advances in information systems 

security. The best model that correctly identifies XSS attacks protects the system from harmful attacks. This 

research contributes to significant advances in detecting and preventing XSS attacks. 

Even though this study achieved outstanding results, there is still room for improvement. To improve the 

accuracy and reliability of the built models, one can learn to build models with various architectures or use a 

combination of other techniques. Additionally, additional research could be conducted to test this model on a 

larger scale and in various system environments. 
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