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Abstract  

This research was conducted to detect natural disasters that occur around the 

world, namely floods based on rainfall, using the Random Forest algorithm. This 

research can also help the government estimate what to do in the future when a 

flood disaster occurs. The trick is to collect rainfall data and flood disaster data 

from Kaggle. The data is then cleaned, processed, and tested for reliability. The 

use of appropriate datasets for testing and the selection of the right algorithm can 

ensure the data mining process produces accurate information. Furthermore, the 

Random Forest algorithm was applied to the data to classify flood disasters based 

on rainfall. The results showed that the Random Forest algorithm can provide 

flood disaster classification results with a high accuracy rate of 95.8%. This study 

also aims to fill the gap of previous research by using the Random Forest 

algorithm in early detection of flood disasters based on rainfall. The novelty of this 

research lies in the use of algorithms that are rarely used in flood disaster 

classification research based on rainfall. With previous research using the Naïve 

Bayes, CART, and ANN algorithms have a lower level of accuracy than this 

research using the Random Forest algorithm. Therefore, this research is expected 

to contribute in developing a more accurate and reliable rainfall-based flood early 

warning system. 
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INTRODUCTION  

Natural disasters are natural events that occur due to natural processes on the earth's surface. They cause 

enormous damage, both to property and human life [1]. Natural disasters in the world are numerous [2] and have 

a huge impact as well. Flood is a natural disaster [3] that occurs in a short time with a high transmission speed 

[4]. A very dangerous disaster in the world is flooding. The occurrence of large floods is of course due to rainfall 

and several other triggering factors. Floods also pose a serious threat to society and the environment. Therefore, 

it requires the right and fast handling to overcome it. By making flood detection based on rainfall. So it can 

provide predictions when flooding will occur and the government can be helped in preventing flooding. In this 

flood detection, a machine learning technique is needed. This technique has been widely used in prediction 

models [5]. 

This effort will deepen the understanding of urban flooding under nonstationary conditions and provide 

reliable information to water resource managers [6]. Flood forecasting and warning systems are very important 

for rural areas and urban centers, but especially in large urban centers [7]. To solve this problem, there have been 

many studies [8], [9] for prediction models using several data mining techniques, namely Association rule, C4.5, 

Classification and Random Forest [10]. Although some success has been achieved, most previous studies on 

flood prediction failed to reflect the buildings and detailed topography of urban basins [11]. This research is an 

experimental study that tests the Random Forest [12] algorithm for early detection of flood disasters based on 

rainfall. The results showed that the Random Forest algorithm can provide flood disaster classification results 

with a high level of accuracy, which is 95.8%. This shows that the Random Forest algorithm is an effective 

algorithm for use in early detection of flood disasters based on rainfall [13], [14]. This research fills the gap of 

previous research that only tests the Random Forest algorithm on rainfall data. This research tests the Random 

Forest algorithm on rainfall data from various sources, so that the data used is morecomplete and accurate. The 
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significant increase in accuracy of this study compared to previous studies shows that the use of more complete 

and accurate rainfall data can improve the accuracy of early detection of flood disasters.  

The Random Forest algorithm itself is also a popular algorithm due to its high accuracy, resistance to noise 

and outliers, and ability to handle large data sets with high dimensions [15]. The Random Forest algorithm offers 

extensive capabilities in making predictions for various purposes, including in handling natural disasters such as 

floods. Thus, further research using the Random Forest algorithm and the same dataset as previous research can 

make a valuable contribution to better understand and optimize the potential of this algorithm [16]. 

This research aims to test the effectiveness of the Random Forest algorithm for early detection of flood 

disasters based on rainfall. The Random Forest algorithm was chosen because it has advantages in handling data 

and is able to overcome overfitting. This is in line with previous research that has proven that the Random Forest 

algorithm is effective in classifying and predicting various problems, including flood detection based on rainfall. 

For example, research conducted in 2018 successfully used the Random Forest algorithm to predict floods on the 

Nil river based on rainfall data and hydrological data. The results showed that the Random Forest algorithm was 

able to provide flood predictions with high accuracy. 

 

 

METHOD 

A machine learning algorithm that has accurately and efficiently predicted flooding and water resource 

phenomena has been developed [5]. As an algorithm, Random Forest does not stand alone. Random Forest is a 

supervised machine-learning algorithm that can be effective [17]. It also has statistical learning for prediction 

[13]. During prediction, each tree in the forest independently classifies or predicts the target variable and the 

final result is the mode or average of each tree's output [18]. Therefore, this research started by looking for 

journals to compare. The learning technique of Random Forest uses the idea of bagging and random feature 

selection to create a diverse ensemble of decision trees [19], given that this research seeks to get higher accuracy 

than previous research using the Random Forest algorithm method. Below is a picture of the stages of the 

research method as in Figure 1. 

 

 
Figure 1. Flowchart of Proposed Method 
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Dataset 

A dataset is a collection of data consisting of some information in a format that is easily accessed or 

processed by a computer. Datasets can contain various types of data including numbers, text, images, audio, and 

other types of data. The dataset used is Kerala from the Kaggle website, the following dataset link is shown 

(https://www.kaggle.com/code/mukulthakur177/flood-prediction-model/input?select=kerala.csv). This dataset 

has been widely used to test flood detection algorithms. This dataset has a csv format, in the dataset there are 

several columns, namely year, month, flood information or not, and others. 

 

Preprocessing Data 

Data preprocessing is one of the stages in performing the data mining process. Data preprocessing itself has 

stages that are commonly used in data mining, including exploratory data analysis (EDA), missing value 

removal, feature selection, and data normalization [20], [21], [22]. At this stage the data will be processed, 

namely data preprocessing. First the data will be requested to display the top five data in the dataset and four 

months that have high rainfall peaks. After that the data is entered into the data processing stage. This stage is 

done to ensure that the data is not empty (null) and it turns out that there is no empty data in it. Next, it will be 

given a labeling process. In this labeling, numerical features are used to ensure that all features have a similar 

scale. 

 

Split Data 

The split data process is next after the data has been cleaned and processed. Split data is dividing the dataset 

into two parts, namely training data and testing data. Training data is used to train machine learning models 

while testing data is used to evaluate model performance. In this study, split data will be compared to 20% for 

testing data and 80% for training data. 

 

Modelling  

In this stage the data will go through the process of building a model using the Random Forest algorithm. So 

in this stage I use the Random Forest algorithm. I chose this algorithm myself, because there are several studies 

using Random Forest that show the accuracy obtained is higher and effective for solving the problem. 

The Random Forest algorithm is one method that can be used to solve classification problems. To solve the 

problem, there is a formula Equation (1) used by Random Forest [23] 

 

 
 

 

The above formula calculates the information value using all the data. Where the probability of a tuple in D is 

the default class, also called the entropy of D, is the average information required to identify a tuple from D. If 

the value of A is discrete, the data D will be separated by several values of A so that each branch has a clean and 

similar matter. After the first branch, the number of possible units is measured by Equation (2). 

 
After that, calculate the information value with a formula. For each existing attribute, pay attention to the 

content of the data in detail. 

Where: 

 : the contents of partition j 

: information to classify tuples from D in partition A 

The smaller the result of this equation, the better the partition. The value of an attribute determines whether 

or not it is essential in building a decision tree. If the attribute's value is continuous, it will be found by 

split_point by sorting all data from the smallest to the most significant attribute, and then taking the average. The 

gain value for each attribute will be calculated using the formula above, and the highest gain value will be made 

a branch in the decision tree, as in Equation (3). 

 

 

………...…(1) 

……………..(3) 
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After all the decision branches have been formed, the calculation is repeated from the first to the last stage. If 

the branches have reached the maximum allowed branches, leaves will be included with most data values [23]. 

 

Evaluation Model 

After performing the modeling process with the random forest algorithm, performance testing is carried out 

to test how well the model has been made. The performance test that will be carried out is the confusion matrix.  

This confusion matrix provides an overview of how the model predicts the target class in the test data by 

breaking down the prediction results into four main components, namely True Positives (TP), True Negatives 

(TN), False Positives (FP), and False Negatives (FN). Through this confusion matrix, we can generate various 

evaluation metrics such as accuracy, precision. The following presents the confusion matrix as in Equations (4) – 

(7). 

Accuracy =  

 

Recall =  

 

Precision =  

 

F1-score =  

 

 

 

RESULTS AND DISCUSSION 

From the correlation analysis between the numerical variables in the dataset, mainly related to the average 

temperature over the year, it can be concluded that there is a strong positive correlation between the average 

temperatures of January and February, as well as between the average temperatures of December and January. 

On the other hand, significant negative correlations are seen between the average temperatures of June and July, 

and between the average temperatures of July and August. These findings provide insight into monthly 

temperature patterns and can be the basis for various applications, such as the prediction of future average 

temperatures or further understanding of annual weather patterns. The results of the correlation analysis can be 

seen in Figure 2. 

 

 
Figure 2. Correlation table 

……………..(4) 

……………..(5) 

……………..(6) 

……………..(7) 
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Furthermore, an analysis of the highest and lowest rainfall over the last few years is shown. Based on the 

graph in Figure 3, it can be concluded that rainfall has become more extreme in recent years. This can be 

attributed to climate change leading to increased temperatures and flooding. For Figure 4, it can be concluded 

that the rainfall is quite low and can cause no flooding, but the risk of drought is long. 

 
Figure 3. Highest Rainfall 

 

 
Figure 4. Highest Rainfall 

 

The results of flood prediction from rainfall have an accuracy of 95.8%. Here, the accuracy results that I got 

in Figure 1 and Figure 2 show the evaluation of the results with precision, recall, and F1-score. 

 
Figure 5. Random Forest Accurate 

 

After conducting the analysis, I present a comparison table between my results and previous studies that used 

different models, as shown in Table 1. This table is designed to provide a more complete picture of the 
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comparison of model performance in the two studies, clarifying the differences and similarities in the results 

obtained from the different approaches. 

 

Table 1. Comparison of the accuracy of different models 

Author Methods used Accuracy 

Slamet Triyanto et al. [16] Naïve Bayes 79.16% 

Msy Aulia Hasanah et al 

[24] 

CART 89.4% 

Xingyu Yan at al [25] ANN 87.6% 

Proposed Model Random Forest 95.8% 

 

Based on this analysis, it can be concluded that the Random Forest algorithm is the most appropriate method 

to use in flood detection. This algorithm has high accuracy, is able to handle complex and unstructured data, and 

produces a model that is relatively simple and easy to understand. In this study, the proposed method is Random 

Forest, which achieved the highest accuracy of 95.8%. The comparison shows that the Random Forest method 

performs better in detecting flood disasters based on rainfall data than the Naïve Bayes, CART, and ANN 

methods used in previous studies. 

 

CONCLUSION 

This research uses the Random Forest algorithm to detect flooding based on rainfall data. The research stages 

include data collection and preprocessing, model training, model evaluation, and metric calculation. The results 

showed that the accuracy of the model reached 95.8%, with Precision 99.9%, Recall 92.3%, and F1-score 96%. 

These findings indicate that the Random Forest algorithm has the potential to be developed as an effective flood 

early warning system. 
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