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Abstract  

Social media has been grown rapidly in the global community. It also includes 

Twitter, which is getting increase in both users and content created. However, 

Twitter has character limit in one tweet which causes changes to the writing 

patterns of its users. Twitter users began to modify their writing from using formal 

words into non-formal words, one of which was using code-mixed language. For 

tweet analysis purposes, text normalization is required to transform non-formal 

words into formal ones to help analysis process. The recent state-of-the-art for 

Indonesian-English code-mixed Twitter text normalization is with statistical 

machine translation (SMT) models, however the SMT model still has weakness in 

word recognition. This research focuses on the Indonesian and English code-mixed 

Twitter text normalization using one of transformer model which is UFAL ByT5. 

There are two UFAL ByT5 models that were used, each of them are for Indonesian 

and English language. Research result shows that UFAL ByT5 model outperform 

SMT model on text normalization by 0.88 percent of BLEU score in difference.   
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INTRODUCTION  

Social media has been a place for people to interact with each other. The growing of social media can be 

seen from the growth of their total user [1]. Out of available social media, Twitter is one of them that is 

growing fast. On the second quarter of 2022, Twitter got 237.8 million in total monetized user [2]. 

Twitter is a social media that focuses on contents such as text called tweet. But users can post another 

content like pictures, videos, etc. Different from other social media, Twitter has character limit on a tweet, 

which is 280 characters, including links to another contents. That limitation caused users to change the form 

of formal words so that it’s still within character limits, forming non-formal words. The characteristic found 

on some of Indonesian tweets are non-formal words and shortening [3], followed by code-mixed of foreign 

words. 

Indonesia has been placed on fifth biggest social media users by 18.45 million users in total [4]. Even 

though, there is not much research that focuses on Indonesian code-mixed text. One of them was done by [5] 

to build a system that translate code-mixed Twitter text into Indonesian formal words. But that system has 

weakness on text normalization that only use word mapping and normalization rulesets.  

Then, a research was done by [6] as an improvement from [5], one of them was to improve text 

normalization method by using statistical machine translation or SMT as a replacement for word mapping. 

The result shows that SMT with normalization rulesets could outperform method from [5]. But there is still 

some weakness. Based on SMT model that trained using dataset from [5], there are some words that cannot 

be normalized by model. Some of the non-formal word types according to [7] that cannot be normalized are 

phonetic change, shortening, and disemvoweling. 

An improvement can be made to replace the SMT model with another solutions. The problems that exist 

on mentioned word types can be fixed by using model that has been trained using synthesis datasets, one of 

them was UFAL ByT5 model from [8]. Other than trained using synthesis datasets, UFAL ByT5 model has 

another advantage which is character-level tokenization. 
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Literature Review 

Twitter is a social media platform that is based on microblogging [9]. Microblogging is a media platform [10] 

that let its users to share contents in small size [11]. On the launch of Twitter, it has limitation of 140 characters 

on one tweet, but doubled to 280 characters on 2017 [12], [13]. 

Code-mixed text is a text that contains two or more languages and are mixed non-uniformly. The code-mixed 

text phenomenon already happens on Indonesia. A research by [14] shows the Indonesian-English code-mixed 

phenomenon that happens on South Jakarta people in WhatsApp and Twitter. There are three code-mixed types 

that were defined in the research, they are intra sentential, intra lexical, and involving change of pronunciation. 

Language identification is a document classification [15] task that consist of giving a document to class or 

category that is represented by limited sets of label, in this case is language labels [16]. Research of language 

identification are splits into two groups, they are language identification on whole document and identification 

on every words [17]. 

Based on KBBI or Kamus Besar Bahasa Indonesia, “normalisasi” (normalization) is an action to make thing 

normal again [18] while “normal” is (thing) in accordance with applicable rule or pattern. Based on those 

definitions, it can be said that “normalization” is a task or action that is done to change things in accordance with 

applicable rule or pattern, and text normalization can be defined as task to change text into normal form, in this 

case their canonical form. 

There were researches about the type of changes that happen on canonical form of words based on some 

languages. In Indonesian language, there are type of changes based on [7] which are disemvoweling, shortening, 

space or dash removal, phonetic changes, informal affixation, compounding and acronym, reverse, loan words, 

and jargon. While for English language, there are also type of changes based on which are misspellings [19], 

phonetic substitutions, shortening, acronyms, slang, emphasis, and punctuation. 

 

METHOD 

This research was done by following steps that can be seen in Figure 1. Those steps are literature review, 

error analysis, method design, implementation and experiment, result analysis, and lastly conclusion. 

 

 
Figure 1. Flow Steps of Research 

 

The proposed method design for this research can be seen in Figure 2. This design is similar to the design of 

[6] but without translation and emotion classification [20] module. There are three modules in this method, 

which are tokenization module, language identification module, and text normalization module. 

 

 

 
Figure 2. Design Flow of Proposed Method 
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The models used for the proposed method were applied to both language identification and text 

normalization modules. Model that was used for language identification is a pre-trained transformer model 

which is BERT [21]. The tool that was used for sequence labelling is MaChAmp [22] while the BERT model 

that was used is mBERT or BERT multilingual [23]. The model that was used for text normalization is like 

language identification ones which is using transformer model, but with more variant. For text normalization is 

using IndoBERT model [24] and UFAL ByT5 model [8]. While for pre-processing is using normalization ruleset 

from [5]. 

The dataset that was used for the method in the research is dataset from [5]. The dataset was consisting of 

825 Indonesian Twitter text and containing the data such as original text, its tokens, language label of each 

token, and the canonical form of each token. Then, the dataset was split into three data, which are training, 

validation, and test data with 60:20:20 in proportion. 

 

Experiment Scenario 

There were two scenarios that were running on this research, which are language identification module 

scenario and end-to-end scenario. Both scenarios were done to test every module in the proposed method and to 

do ablation test to calculate error aggregation of whole method. For every scenario, there were two data 

variations. They are regular data variation, which uses token input data from tokenization module and combine it 

with language label data from dataset, and token + language label data variation, which uses both token data and 

language label data from dataset. 

 

RESULTS AND DISCUSSION 

The result for language identification module scenario with regular data variation is presented on Table 1. 

The result shows that mBERT model [21], [25] outperformed CRF model [5] on accuracy by the score of 91 

percent, 2 percent more than CRF. Also, mBERT model outperformed on recall and F1-score with respectively 5 

percent more and 3 percent more than CRF model scores. 

 

Table 1. The Result for Language Identification Module Scenario With Regular Data Variation 
Model Accuracy Precision Recall F1-score 

CRF [5] 88.00 % 90.00 % 85.00 % 87.00 % 

mBERT base uncased [21] 91.00 % 90.00 % 90.00 % 90.00 % 

 

For the same scenario with other data variations can be seen on Table 2. The mBERT model [21] on token + 

language label data variation has outperformed the same model with regular data variation by 5 percent more on 

all metric scores. 

 

Table 2. The Result for Language Identification Module Scenario With Other Data Variations 
Model Accuracy Precision Recall F1-score 

Token + Language Label Data Variation 

mBERT base uncased [21] 
96.00 % 

(+5.00 %) 

95.00 % 

(+5.00 %) 

95.00 % 

(+5.00 %) 

95.00 % 

(+5.00 %) 

 

The result for end-to-end scenario with regular data variation is presented on Table 3. The result shows that 

the proposed method outperformed other methods on BLEU by the score of 85.03 percent. The score is 0.88 

percent more than the method from [6] and 7.66 percent more than the method from [8]  that also use UFAL 

ByT5 model. 

Table 3. The Result for End-to-end Scenario With  

Regular Data Variation 
Model BLEU 

The method from [6] 84.15 % 

UFAL ByT5 from [8] 77.37 % 

Proposed method 85.03 % 

 

For the same scenario with other data variations can be seen on Table 4. The result shows the increase BLEU 

score on proposed method with token + language label data variation, by 6.39 percent more than regular data 

variation. 
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Table 4. The Result for End-to-end Scenario With Other Data Variations 
Model BLEU 

Token + Language Label Data Variation 

Proposed method 
91.42 % 

(+6.39 %) 

 

On language identification module, there are some patterns found in the result of tokens that can be handled 

by mBERT model [21]. For Indonesian tokens, mBERT model can recognize Indonesian words while on full 

capital form which previously could not be handled well by CRF model [5], for example the words 

“DISURUH”, “SALAH”, “SUKA”, etc. For English tokens, some patters that can be solved by mBERT model 

are regular English words, words with typo, and English words with Indonesian affixes such as words with “nge-

” affix. 

And then, there are patterns found in the result that could not be handled well by mBERT model [21]. Some 

of them are patterns that can’t be handled both by mBERT model and CRF model [5] such as English words that 

got change of form, like “Pliss” which is “please” and “hellaw” which is “hello”. Both recognized by models as 

Indonesian words. Lastly, some patterns can’t be handled by mBERT model only such as Indonesian words that 

has repetitive letter such as “hayooooooooooooooo” that was recognized as English word or “yaa” that was 

recognized as unknown word. 

Then, on text normalization module, some patterns were found in the result from proposed method. For 

Indonesian words, the patterns found on words changes based on [7]. The changes found were phonetic changes 

such as changes on one letter, like “malem” that has canonical form of “malam”; disemvoweling such as “mnrt” 

became “menurut”; and shortening such as “g” became “tidak”. And for English words, the patterns found on 

words changes based on [26]. The changes found were misspelling such as words with Indonesian affixes like 

“nge-” in “ngeskip” became “skip”; and shortening such as words with “-s” suffix like “lets” became “let us”. 

Some factors that helped proposed method able to handle those patterns are synthesis dataset that was used to 

train UFAL ByT5 model able to simulate some type of word changes with probability that has been determined, 

and the model itself that able to normalize words that are not on training data before. 

While there are patterns that can be handled by the proposed method, there are also patterns that cannot be 

handled by the method. For Indonesian words, the pattern found on disemvoweling words where model could 

not add proper vocal letters between words. For English words, it was found that there are result with repetitive 

words, such as “the 14th" has been normalized as “the 14th 14th". 

 

CONCLUSION 

The research has been done to propose a text normalization method using mBERT model [21] for language 

identification and UFAL ByT5 model [8] as text normalization. The result on end-to-end scenario shows that the 

proposed method outperformed the method from [6] with 85.03 percent on BLEU score, 0.88 percent. 
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